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Effects on the slope of introducing error in the F2 Hz values in locus equations (LEs) and of using

fewer than ten vowels were investigated. For each of the initial consonants /b, d, g/, 2000 simulated

sets were generated using Monte Carlo techniques. The sets were altered with 50, 100, or 200 Hz

error being randomly applied to each F2 value within a set. Selected vowels were then removed

from the sets and the effects on the slopes were measured. Results suggest that the LE slopes are

generally resistant to error and reduced number of vowels. Effects of adding 50 Hz of random error

to the F2 values in sets using eight or ten vowels were minimal, yielding a mean absolute change in

slope less than 0.07. VC 2014 Acoustical Society of America. [http://dx.doi.org/10.1121/1.4896460]

PACS number(s): 43.70.Bk, 43.70.Jt [CHS] Pages: 2747–2750

I. INTRODUCTION

A. Description of locus equation procedure to
measure coarticulation

The locus equation (LE) is designed to measure the antici-

patory effect of the vowel on the initial consonant in conso-

nant-vowel-consonant (CVC) words. The initial consonants

/b, d, g/ are widely used in combination with up to ten vowels

in CVCs. Its value lies in its use of acoustic recordings of sim-

ple syllables and measurement of second formant (F2) fre-

quencies. It is obviously an important contribution to the study

of speech production, and is in active use (Iskarous et al. 2010;

Iskarous et al. 2013; Lindblom and Sussman, 2012; Morrison,

2012; Rhone and Jongman, 2012; Noiray et al. 2013).

A typical LE is derived by analyzing recordings of a

talker saying CVC monosyllables with a constant initial (and

final) consonant in ten different vowel contexts. Values for

the second formant (F2) at the onset of voicing and at mid

vowel are then plotted against each other and the slope is

calculated. To the extent that the vowel influences the articu-

lation of the initial consonant, the linear slope is considered

to be a measure of the amount of anticipatory coarticulation.

There are several ways to measure formant frequencies.

Regardless of the source of the formant frequencies, how-

ever, the measurements contain errors usually of unknown

magnitude and certainly varying with the method and

supervisor (Alku et al., 2013; Duckworth et al., 2011; Zhang

et al., 2013). Even with modern analytic software such as

PRAAT (Boersma and Weenink, 2013), SPEECH ANALYZER (SIL

International, 2012; Morrison and Nearey, 2011; Neary

et al., 2002), or WAVESURFER (Sjolander and Beskow, 2013),

errors may occur due to high fundamental frequency, poor

recordings, and uncertainty concerning the initiation of voic-

ing and the center of the vowel. These sources of error,

whose statistical properties and occurrence are unknown,

combine to produce the F2 error simulated in this study.

This study was designed to examine the stability of the

LE slopes when random error of 50, 100, or 200 Hz is

applied to each of the F2 values in LE sets (20 F2 values

from onset and mid-vowel for ten vowels) in LE sets for ini-

tial /b/, /d/, and /g/ and when the number of vowels in the LE

set is reduced systematically from 10 to 3.

Note that this study assesses only the effects of random

error. Some forms of systematic error in the second formant

frequency typically would not affect the slope of the locus

equation, such as being approximately 70 Hz low on every

measurement. However, more complex forms of systematic

error, not modeled in this study, such as being low on high-

frequency formants and high on low-frequency formants,

would yield incorrect slope values.

II. METHODS

A. Generation of simulated locus equation sets of 20
F2 values

For each of three consonantal contexts the mean of the

absolute values of changes in slope was obtained using a set
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of 2000 LEs, derived from existing data through Monte Carlo

methods. Care was taken to ensure that the statistical descrip-

tions of the resulting simulated distributions of 2000 LE sets

for each consonantal context closely matched those of existing

slopes obtained from the literature. A search yielded a total of

553 slopes, 161, 236, and 156 for /b/, /d/, and /g/, respectively.

A complete listing of studies involving LEs is available at

http://www.sph.sc.edu/comd/facultystaffdetails.php?ID¼ 369.

The generation of the collection of the simulated LE sets

involved three steps: First, slopes derived from LEs using ini-

tial /b/, /d/, or /g/ monosyllables were collected from the stud-

ies in the literature. This allowed statistical distributions of

slopes to be prepared for each consonant, hereafter called

existing slopes. Second, 75 LE sets were generated through

acoustic analysis of recordings for each consonant, forming

new LE sets with 20 F2 values for each set. Finally Monte

Carlo techniques were applied to each of the new LE sets to

yield 2000 simulated LE sets for each consonant.

B. Generation of new LE sets

The new 75 LE sets based on 10 vowels was compiled

through either recording normal speaking adults or through

transcription of LE sets available in our laboratory. (Note that

F2 frequency values in some new LE sets were adjusted to

correct vowel outliers and to add missing data to achieve simi-

larity to the distribution of existing slopes.) It was found that

none of the three new mean slopes differed significantly from

the corresponding existing mean slope (t-tests less than 1.2,

probabilities> 0.24 meeting the criterion of a lenient a level

of 0.20). In addition, all six distributions (the existing data

and the new 75-set data for each consonant) satisfied the crite-

ria for normality in that neither the skewness nor the kurtosis

exceed its standard error (SE) by more than 2:1 (Myers et al.,
2010, p. 37) and all had Shapiro–Wilk probabilities greater

than 0.20, again indicating the distributions were approxi-

mately normal. The new LE sets provide the basis for generat-

ing 2000 simulated LE sets for further study.

C. Generation of simulated LE sets

The 75 new LE sets based on each consonant were then

subjected to Gaussian perturbation of F2 frequency. Gaussian

random numbers were obtained from an EXCEL VBA program

written for the study and had a mean of 0.003 and a SD of

0.9984 with normal skewness and kurtosis properties, as

above—thus the values were normally distributed and ranged

from approximately �3 to þ3. Each F2 value in each LE set

of 20 frequency values (F2-onset and F2-mid-vowel for 10

vowels) was altered through the addition (sometimes a nega-

tive number) of Gaussian random noise that averaged 5% of

the F2 value. An F2 value (F) was altered with a distinct ran-

dom number (R) by applying this formula to produce a per-

turbed F2 value (Fp),

Fp ¼ Fþ 0:05RF: (1)

For example, a value of 1750 Hz in an LE set in the 75 new sets

and a random number of R¼�1.50602 would yield: Fp

¼ 1750þ (0.05)(�1.50602)(1750)¼ 1618.2 Hz. This process

was repeated to produce 2000 LE sets of simulated 20 F2 values

for each of the three consonants. A total of 40 000 unique ran-

dom numbers was used in the generation of the simulated LEs

for each consonant (20 F2 values for 2000 LE sets). The result-

ing distributions of the slopes were approximately normal, again

reflecting the normal distributions of the existing slopes. The

sets are now considered 2000 error-free samples of their respec-

tive populations based on ten vowels per LE, and formed the

basis of all subsequent experimental manipulations. The manip-

ulations involved adding known amounts of F2 error to all F2

values and reducing the number of vowels in the LE sets.

The magnitude of effects of error is estimated by calcu-

lating means of the absolute value of the change in individ-

ual slopes in the collection of equations. The mean of the

absolute amount of change is reflective of the effect of the

added error and vowel reduction and allows meaningful

comparisons across conditions.

However, the question remains as to what is a meaning-
ful amount of change in the mean slope. A search of the liter-

ature revealed comparisons of 24 mean differences due to

experimental conditions that were not statistically significant

(or were interpreted as not meaningful). Many of these stud-

ies used t-tests and analyses of variance with conservative

post hoc tests to compare means of locus equation slopes

(Baillargeon et al., 2002; Sussman et al., 2011; Sussman,

et al., 1998; Sussman, et al. 1999; Sussman et al., 1995;

Sussman et al., 1997; Sussman et al., 1998; Sussman et al.,
1991; Sussman and Shore, 1996). The differences in mean

slope ranged from 0.01 to 0.11 with a mean of 0.06 slope

units. On the other hand, 12 differences starting at 0.13 and

higher were statistically significantly different and a con-

servative “cut-off” point of 0.10 slope units was selected to

aid in interpretation of the confidence intervals generated

with simulated data to assist in future studies.

However, the primary measure of the effect of the vari-

ous experimental conditions below was the mean absolute
difference of the change in slope in corresponding LEs in the

sets of 2000 LEs. Accordingly, it was necessary to derive a

similar cut-off value for the interpretation of a meaningful

amount of influence on the absolute-value means. To do this

the value of 0.1 as a cut-off for the interpretation of a mean-

ingful difference between the signed means of two groups

(above) was then used as the basis for interpreting the mag-

nitude of the absolute differences obtained. The calculation

is derived from the interpretation of confidence intervals

described by Cumming (2012, pp. 178, 179).1 The value for

generating confidence intervals (CIs) that was obtained was

0.067. That is, if the result of adding error and reducing the

vowel set to the F2 values in the LEs led to a mean based on

the absolute values of greater than 0.067, it was considered a

meaningful effect of experimental conditions.

III. INCLUSION OF ERROR WITH VOWEL REMOVAL

A. Procedure

Prior to the study two pilot studies were conducted to

determine the effects of F2 error or vowel reduction inde-

pendently. The results indicated that the LEs were relatively

robust when either form of distortion was applied separately.
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The values and procedures used in the pilot studies were

then applied in the following study of the combined effects.

Results of pilot studies can be found at http://

www.sph.sc.edu/comd/facultystaffdetails.php?ID¼ 369.

The error-free sets of 2000 LEs for each consonant were

perturbed with random positive or negative application of

50 Hz error to each of the F2 values. Then F2 values in the

error-free sets were similarly perturbed with 100 Hz error

and then with 200 Hz error, resulting in three sets represent-

ing constant amounts of randomly applied error. The values

for random error were chosen to represent modest, normal,

and extreme amounts of error. The values of 50, 100, and

200 Hz were based on Duckworth et al., (2011).

Second, the typical number of vowels in the majority of

LE sets in the literature was ten vowels (e.g., Sussman et al.
1991). To determine the effect of smaller vowel sets

the number of vowels was systematically reduced to 3: (8

[i, e, e, æ, A, O, o, u], 6 [i, e, æ, A, o, u], 4 [i, æ, A, u], and 3

[i, A, u] vowels). Thus 12 sets of 2000 slope values were

obtained for each consonant (four levels of vowel reduction

with three amounts of random frequency error).

B. Results and discussion

The results are shown in Fig. 1. The LE measure is quite

robust in the face of small amounts of error, and the eight-

vowel sets reflect this stability. However, the introduction of

moderate (100 Hz) and large (200 Hz) error yielded absolute

amounts of change above the criterion of 0.067 slope units

for all reduced vowel sets sizes (compared to the correspond-

ing slopes based on all 10 vowels.) For example, in 8-vowel

sets, the addition of 50 Hz error produced mean absolute dif-

ferences of 0.043, 0.050, and 0.055 for /b/, /d/, and /g/,

respectively; however, 100 Hz error caused 0.071, 0.075,

0.084 absolute change. Furthermore, 200 Hz perturbation

caused 0.131, 0.131, and 0.152 change for /b/, /d/, and /g/,

respectively. In addition, the use of six vowels also appears

to be safe if F2 measurement error is 50 Hz or less, but all

smaller vowel-set sizes and larger amounts of error are likely

to produce unstable mean slope values. These conclusions

are relevant only to LEs using the specific vowels selected in

the simulations, which carefully retained the cardinal corner

vowels /i/, /a/, and /u/ in the vowel sets.

C. Implications for experimental design

The simulations reported here may be helpful in the

design of LE studies, if a laboratory is able to estimate or

assume the amount of F2 error that is likely to be present in

the measurements. Using the 2000 LEs slopes in each experi-

mental condition, standard deviations were used to derive 95%

confidence intervals (CIs) about the mean for realistic sample

sizes. Table I shows the CIs for the /d/ context which is repre-

sentative of the other consonantal contexts. Data for the /b/

and /g/ contexts can be found at the supplement website at

http://www.sph.sc.edu/comd/facultystaffdetails.php?ID¼ 369.

Each number in the lower section of Table I is the size of the

one-half CI for a given condition and sample size. It is clear

that the increasing reduction of the number of vowels used

in the locus equations and the increasing addition of F2 error

resulted in larger standard deviations and thus larger confi-

dence intervals, with the effects of adding 200 Hz F2 error

being especially obvious. These results may be used as

FIG. 1. The change in the mean absolute value of locus equations slopes

affected by selective vowel removal and addition of 50, 100, or 200 Hz ran-

dom F2 error. Each bar represents the application of only one of the three

amounts of error. Change in slope is calculated by subtracting each slope in

each condition from its corresponding slope based on ten vowels and no

added error. Standard error bars are based on 2000 locus equations in each

condition.

TABLE I. Means, standard deviations (absolute values), and one-half confidence intervals (CIs) in slope units for conditions of vowel reduction and added

F2 Hz error in locus equations with initial consonant /d/.

No. of vowels 10 V 10 V 10 V 8 V 8 V 8 V 6 V 6 V 6 V 4 V 4 V 4 V 3 V 3 V 3 V

Random error (Hz) 50 100 200 50 100 200 50 100 200 50 100 200 50 100 200

Mean 0.408 0.403 0.377 0.403 0.370 0.373 0.414 0.406 0.383 0.424 0.418 0.401 0.441 0.444 0.430

StDev 0.151 0.161 0.189 0.169 0.172 0.208 0.173 0.183 0.216 0.198 0.217 0.281 0.220 0.243 0.344

Sample size
1

2
CI 2000 0.006 0.006 0.007 0.006 0.006 0.008 0.006 0.007 0.008 0.007 0.008 0.010 0.008 0.009 0.013

50 0.036 0.038 0.045 0.040 0.041 0.049 0.041 0.043 0.051 0.047 0.051 0.067 0.052 0.058 0.081

25 0.052 0.055 0.065 0.058 0.059 0.071 0.060 0.063 0.074 0.068 0.075 0.097 0.076 0.084 0.118

15 0.070 0.074 0.087 0.078 0.079 0.096 0.080 0.085 0.100 0.091 0.100 0.130 0.102 0.112 0.159

10 0.090 0.096 0.113 0.101 0.102 0.124 0.103 0.109 0.129 0.118 0.129 0.168 0.131 0.145 0.205
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follows: If an experimenter wants to use eight vowels and is

willing to assume that no more than 50 Hz F2 error will be

present, then using 15 participants in the study is estimated to

result in a 95% confidence interval of þ/�0.078 slope units.

Finally, note that the addition of randomly applied 50, 100, or

200 Hz error to every F2 value in locus equations is a very

thorough test of the derived locus equation slopes. Taking this

assumption into account, these conclusions can be considered

to be conservative estimates of the stability of the locus equa-

tion in general.

1Noting a strong relationship (r¼ 0.95) between the experimentally derived

absolute means and the SDs of the 2000 slope values in each condition, it

was appropriate to derive a cut-off for the absolute means based on our

predictions of real-world CIs. To arrive at the cut-off of 0.067, we fol-

lowed Cumming (2012, pp. 178,179). Cumming found that when 95% CIs

about independent means overlap by one-half, the resulting t-tests of the

means will be significant at approximately the p¼ 0.05 level. Since our

values are one half of the full 95% CIs, the following equation was used:

CI/2þCI¼ 0.10. The 0.10 was the assumed difference deemed to be im-

portant and meaningful in previous studies. Solving for CI equals 0.067.

Note that this number is independent of sample size and is dependent only

on the assumed meaningful difference in independent means.
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